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This written exam for the lecture Computational Methods in Technical Physics consists
of four exercises based on the numerical methods explained during the semester. Answers
to the exercises can be submitted in the form of a text file or email text. As an example,
the answer to a multiple choice question can be given as

1(i): a

Whenever values are asked, you do not need to explain the calculation in your answer.
There is no need to format any compex mathematics. Simple mathematical expressions,
such as the value of 7, %, or |A| can be written as pi, 1/2 and |A].

You have three hours to complete the solutions. The time starts at the moment you
received the email containing this exam. To submit your solutions, reply to the email
within three hours of receiving it.

The use of books, lecture notes and internet is allowed, but communication and collab-
oration with third parties are not. In case of suspicion, an additional oral exam can be

requested.

During the exam, questions about the exam can be sent by email to bonthuis@tugraz.at.

Good luck!



1 Short questions
For the multiple choice questions, there is only one correct answer, unless noted otherwise.

(i) (4 points) A n-point running average of a data set can be described as a convolution
with the block function

0 ifi <0
1/n  else.

Explain in words how a running average can be calculated using Fourier transforms.

(ii) (4 points) The two absolute smallest eigenvalues of the matrix

A=

= h o
O
[USIN (ORTEN

have equal magnitude. Which of the following techniques can be used to determine
the eigenvectors and eigenvalues of A? (multiple answers possible)

(a) QR decomposition
(b)
(c)

)

(d) None of the above

Jacobl rotations

Power method (von Mises iteration) together with deflation

(iii) (4 points) Given a data set y;(x;) for i = 1...n. Solving the equations

n
_ § g1
Ui = Cy;
i=1

for the coeflicients ¢; corresponds to

(a
(b
(c

(d) a nonlinear least-squares fit

a polynomial interpolation
a polynomial fit

a quadratic spline interpolation

)
)
)
)



(iv) (4 points) Explain how high-frequency noise can be suppressed using interpolation
of a data set.

(v) (4 points) Explain the difference between an explicit and an implicit numerical
integration method, including the differences in the numerical implementation.

(vi) (4 points) A rational number is written in the decimal system using 5 digits, i.e.
in the format 0.dydadsdyds - 10" with dy # 0. The number is truncated after the
fiftth digit. The maximum relative rounding error is equal to

(a) 1-107°
(b) 5-107°
(¢) 1-10-*
(d) 5-10*



2 Solving a system of linear equations
Consider the system of linear equations

v+ 2w =4

1
20— w = 3. (1)

Using ¢ = (v,w), Equation (1) can be rewritten as LUz = y, with L being a lower-
diagonal matrix with ones on the diagonal, and U being upper-diagonal.

(i) (5 points) What is the value of Uy (the lower right element of the matrix U)?

(ii) (5 points) Explain in words how the LU decomposition can be used to solve
Equation (1).

Alternatively, an iterative algorithm can be used. The iterative scheme can be written as
x,1 = Bz, +c (2)
(iii) (5 points) What is the condition for B to guarantee that the iteration converges?*

(iv) (5 points) Which of the following iterative algorithms is guaranteed to converge
to the correct solution?

Upt1 = 4 — 2w,

Wy = —(3 — 2vp)
Ups = (3 -+ w,)/2
s = (4= ,)/2

Upp1 = 4 — v, — 2w,

Wy = —(3 — 2v, +wp)
Upr1 = 4+ 2w,
Wpt1 = —3 + 20,

(v) (5 points) Explain in words why your answer to question (iv) is guaranteed to
converge to the right values.

“Hint: Inserting the solution ®....+ into Equation (2) leads to a relation between @,11 — ®epact and
mp — Lexact-



3 Numerical integration

Consider the integral

Fz/ sin x dz. (3)
0

(i) (2 points) What is the exact value of ['?

b
The integral can be approximated using the equation F' = / f(x)dx = F, + &,

with &, being the numerical error, and

Fp = g(f(xo) +4f (1) +2f(22) + 4f (w3) + 2f (wa) + ..+ 4f (w0) + f2n)
h=(b—a)/n, (4)
r; = a+ th.

(ii) (4 points) Calculate F,, for the integral of Equation (3) for n = 2.

(iii) (5 points) What is the order of the error &, in terms of the number of steps n?

(a) O(n™?)
(b) O(n~%)
(c) O(n™)
d) O(n?)

(
By g(x) we denote the second order polynomial (quadratic) interpolation to the function
f(z) = sinx in the interval 0 < z < 7.

(iv) (5 points) Which of the following functions corresponds to g(z)?

(a) 4x(m — z)/7?

(b) —0.422% + 1.3z — 0.05

(c) 1—[% -1

(d) - +2 41

(v) (5 points) Analytically calculate the exact value of the integral G = / g(x)dx.
0

(vi) (5 points) Is there a relation between F5 from question (ii) and G from question
(v)? Explain your answer in words based on the background of the approximation
used in Equation (4).

Ut



4 The square root of three

Consider a numerical algorithm for calculating z.pq = V3.

(1)

(i)

(6 points) The Newton-Raphson algorithm is based on iteratively solving the equa-
tion 22 — 3 = 0 using
x2+3

2z,

where p is the iteration number. Explain in words how the Newton-Raphson method
works in theory, as well as the steps that need to be taken in practice to solve the
equation numerically.

Tpt1 =

(6 points) Define the value A as

A = [Por1 = Teaac]

|$p - xc::uactl2 .

Which of the following statements is true when x, approaches eyqct?

(6 points) Explain in words what your answer to question (ii) signifies for the
convergence of the Newton-Raphson method.

(7 points) An alternative to the Newton-Raphson method is to use the secant
(regula falsi) method. Which of the following iterative equations can be used to
find the square root of three?

. _ Tprp1+3
(a) Tpt1 = Tp+Tp—1

2024 xpr, 1 —3x
b) = _ ZTpTEpTp P
( ) pt+1 :I:%—:I:p71
_ _ .3 2
(¢) @pp1 =y — ) + 3wp 1 — T30,

2-3
(d) @py1 = I;—_prg



